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1. (5%) Is the collection
A={0,0,A A, B,BJAUB,AUB,AUB,AUB,ANB, AN B}

a o-algebra? If it is, then prove it; if it isn’t, then give a example of a set that is

missing.

2. (10%) The coin tossing probability space is (2, F, P) where 2 = (0, 1], F is the smallest
o-algebra containing all intervals of the form (a,b], 0 < a < b < 1, and P(A) =
JIa(w) dw. Give an example of a sequence of random variables {X,}2; that has

£X, =0, lim,_, Var(X,) = oo, and lim,,, X, = 0 a.s.
3. (5%) Suppose that Y = £(X|F,) and that £EX = p. Show that EY = p.
4. (5%) Suppose that Y = £(X|F). Show that Y2 < E(X?|F).

5. (5%) Show that if two events A and B are independent, then so are A and B and A
and B.

6. (10%) For independently and identically distributed random variables X, Xo, ..., X,,

each with common density f(z|@), consider the likelihood
E(xla'ZEQa LR l‘n|9) = H f(‘/L‘Z‘O)
1=1

and prior density p(f). Set forth the formula for the posterior density. Describe how

the posterior density can be computed using the Metropois-Hasting algorithm.

7. (10%) For the density

flz,y) = {

derive a rejection algorithm for generating a sample from the density.

(> +9?) 0<zr<1,0<y<l1

S Nlw

otherwise
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8. (15%) Consider the random variable X with density

flz) =

A(l6—2?) 0<z<4
0 otherwise

(a) Compute A.
(

b) Compute the mean of X.

(
(d

)
)
¢) Compute P(1 < X <3).
) Compute the variance of X.
)

(e) Find the density of the random variable Y = exp(X) .

9. (15%) Consider the jointly distributed random variables X and Y with density

flz,y) =

Ax?+9y?) 0<z<1,0<y<1
0 otherwise

(a) Compute A.

(b) Compute the marginal density f(z) .
(
(d

)
)
c¢) Compute the conditional density f(y|z)
) Compute the covariance between X and YV .
)

(e) Compute P(0 < X <1/2,0<Y <1/2).

10. (20%) Let y; = Bo + Six; + e; where {(z;,€;)}2, is a sequence of independent and

identically distributed random variables with common mean

and common variance

8 (331 - Mm)2 (331 - Mm)el _ g Ozx 0
e1(r1 — fia) e 0 Oee

Also, assume that z; and e; are independent and have finite fourth moments. Let

Y1 1z el
1 =z e
y = y'z X = | '2 8= Bo o= .2
: - ot :
Un, 1 =z, €n
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and recall that the least squares estimator is
B, = (X'X)"'X'y.

Below you are asked to verify that several random variables converge in probability. If

you would rather work with almost sure convergence instead, you may.
A -1
(a) Show that 3, = 8 + (%X’X) (%X’e).

(b) Show that = X'X converges in probability to fa
Lo Oug + 112

(c) Show that det (%X 'X ) converges in probability to g,;.

-1
(d) Assuming that o,, > 0, why do Problems 10b and 10c¢ imply that (%X’X)
Ope + 1o —
converges in probability to i zz T e e
— 1y 1

(e) Show that X’e converges in probability to

0

(f) Use the results above to show that Ba converges in probability to .



