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1. (15%) Let A be an event from (2, F, P) that occurs with probability p = P(A) where
p is known. Let Y be the random variable on (€2, F, P) defined by Y (w) = I4(w).

(a) Compute Y.

(b) Compute Var(Y).

(c) Derive the density function fy(y) of Y.
)

(d) Derive the distribution function Fy(y) of Y.

N

(10%) Let X; for : = 1,...,n be independently and identically distributed with mean
p and finite variance o?. Estimate P(X,, > 1), where X,, = n=' ¥, X;, using both

Chebishev’s inequality and the central limit theorem. You may assume that 1 —pu > 0.

@

(10%) Let X; for i« = 1,...,n be independently and identically distributed with com-
mon distribution function Fy. Let g(x) be an increasing function with inverse g~ (y).
Let V; = g(X;) for i = 1,...,n. Prove that the Y; are independently and identically

distributed with common distribution function Fy and derive Fy-.

4. (5%) Show that Ix—i(p(w) = In[X(w)].

o

(10%) Let X; be independently and identically distributed with finite variance. Show
that S2 = (n — 1)7' " (X; — X,,)? where X,, = n~! Y™, X; converges almost surely
to Var(X).

6. (10%) Let (Y;, X;) be iid random variables with common density

fx,Y(ﬂf, y) = n(y\ﬁx, 1)fX(x)7

where n(+|u, 0?) denotes the normal density with mean p and variance o2. Derive the
maximum likelihood estimator of 5. Note that, unlike the example worked in class,

here # and x are scalars, not vectors.



7. (15%) Consider the jointly distributed random variables X and Y with density

flz,y) = {

(a) Compute the marginal density f(x) .

(z+y) 0<2<1,0<y<1

o o

otherwise

(b) Compute the conditional density f(y|z) .
(c) Compute E(Y|X)(x).

8. (5%) Let the random variable X be normally distributied with mean p and variance o.

Compute £(e*) and Var(eX). Hint: The moment generating function of the normal

distribution is Mx(t) = exp(ut + t202/2).

9. (20%) Let Xi,..., X, be iid #4(0,0). The U(0,0) density is fx(z) = 0 Ijg(x) and
the U(0, @) distribution function is

0 —oo <z <0
Fx(z)=4 z/0 0<z<¥0
1 <z <oo
(a) Show that P(maxi<;<, X; <t) = [Fx(t)]" .
(b) Compute the mean and variance of 6,, = [(n + 1)/n] max, <;<, X;.
(c) Show that 8, = [(n + 1)/n] max, <<, X; converges in probablility to 6.
(d) Compute the mean and variance of 6, = (2/n) ¥, X;.
)
)

(e) Show that 6, = (2/n) ¥, X; converges in probablility to .

(f) Which of the two is the better estimator and why.



